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Préface
Dans un monde de plus en plus influencé par l’Intelligence Artificielle (IA), le discours autour de ses implications n’a jamais été aussi crucial. Dans ce livre, Ethan Mollick montre une profonde compréhension du potentiel transformateur que ces IA, et en particulier les grands modèles de langage (LLM), ont dans de multiples secteurs, y compris l’éducation, les affaires et le développement personnel. En plongeant dans cette exploration, le lecteur est invité à considérer non seulement les avancées technologiques, mais aussi les implications philosophiques et pratiques de la collaboration entre humains et systèmes artificiels.
La co-intelligence est la coopération émergente entre les humains et les machines qui a le potentiel de redéfinir nos capacités, ce que j’ai appelé naguère une Intelligence Augmentée. Cet ouvrage montre par exemple le chemin parcouru depuis des outils de traitement de texte simples jusqu’à des systèmes complexes capables de compréhension et d’interactions nuancées. À travers des récits engageants et des cadres analytiques, il souligne la nécessité pour les individus et les organisations de s’adapter à ce paysage en évolution rapide, et de se former.
Comme le souligne l’auteur, la trajectoire de l’IA est marquée par des périodes de grandes attentes suivies de désillusions, collectivement appelées « hivers de l’IA ». Cependant, les récentes avancées ont ravivé l’intérêt et propulsé l’IA vers des domaines auparavant jugés inaccessibles, affirmant sa présence dans la vie quotidienne. On met ici en lumière la nature double de l’IA : capable d’amplifier la productivité humaine, tout en présentant simultanément des défis qui nécessitent une utilisation prudente.
L’anxiété exprimée par les étudiants quant à l’avenir de leur carrière est un sentiment partagé par de nombreux professionnels aujourd’hui. Alors que la nature du travail continue d’évoluer, les individus doivent être confrontés à des questions concernant la pertinence des emplois et les compétences nécessaires pour prospérer aux côtés de l’IA. Cette réalité appelle non seulement à une compréhension technique, mais aussi à un engagement profond, avec les considérations éthiques et les responsabilités associées au déploiement de ces outils d’IA.
Le potentiel innovant de l’IA dans l’éducation révèle un avenir incroyablement excitant. En offrant des expériences d’apprentissage personnalisées et en rationalisant les recherches académiques, l’IA peut considérablement améliorer les méthodologies éducatives. Cependant, cela nécessite également une réévaluation des dynamiques d’enseignement traditionnelles et des normes d’évaluation.
En fin de compte, ce livre sert à la fois de guide et d’appel à l’action. Il encourage une réflexion sur la manière dont nous, en tant que créateurs de ces technologies, pouvons exploiter son potentiel pour le bénéfice collectif. Alors que nous nous tenons aux portes d’une nouvelle ère caractérisée par la collaboration entre l’intelligence humaine et les systèmes artificiels, il est essentiel d’aborder ces innovations avec lucidité, en prenant pleinement conscience des opportunités et des responsabilités qu’elles impliquent.
Luc Julia
Co-créateur de Siri et auteur
de L’intelligence artificielle n’existe pas aux Éditions First


Introduction
Trois nuits blanches
Je suis persuadé que pour pouvoir vraiment savoir ce qu’est l’intelligence artificielle (IA), il faut passer au moins trois nuits blanches.
Quand vous aurez utilisé des systèmes d’IA générative pendant plusieurs heures, vous vous rendrez compte à un moment donné que les grands modèles de langage (LLM), la nouvelle forme d’IA qui alimente des services comme ChatGPT, ne fonctionnent pas de la manière dont vous vous attendriez à ce qu’un ordinateur fonctionne. Un LLM fonctionne plutôt comme un humain. Vous vous rendrez compte que vous interagissez avec quelque chose de nouveau, d’étrange, et que beaucoup de choses sont en train de changer. À la fois enthousiasmé et inquiet, vous vous poserez des questions : à quoi ressemblera mon travail ? quel métier mes enfants pourront-ils faire ? est-ce que cette chose réfléchit ? Au beau milieu de la nuit, vous retournerez à votre ordinateur pour lancer quelques requêtes apparemment impossibles à traiter, et vous constaterez que l’IA est capable d’y répondre. Vous vous rendrez compte que le monde a fondamentalement changé et que personne ne peut vraiment vous dire à quoi ressemblera l’avenir.
Je ne suis pas informaticien, mais je suis un chercheur qui étudie l’innovation et je participe depuis longtemps à des travaux sur les applications de l’IA, notamment dans le domaine de l’apprentissage. Au fil des années, l’IA a promis bien plus qu’elle n’a tenu. Pendant des décennies, la recherche sur l’IA a toujours semblé être sur le point de réaliser une percée massive, mais la plupart des utilisations pratiques, qu’il s’agisse des voitures autonomes ou du tutorat personnalisé, ont toujours progressé très lentement. Pendant ce temps, j’ai continué à expérimenter des outils, notamment les modèles GPT (Generative Pre-trained Transformer), d’OpenAI, à les intégrer dans mon travail et à demander à mes élèves d’utiliser l’IA en classe. J’ai donc connu rapidement des nuits blanches, juste après la sortie de ChatGPT en novembre 2022.
Au bout de quelques heures seulement, il était clair que cette nouvelle version de GPT représentait un changement énorme par rapport aux précédentes. Quatre jours après le lancement de ce nouvel outil d’IA, j’ai décidé d’en faire une démonstration à ma classe d’entrepreneuriat de premier cycle. Presque personne n’en avait entendu parler. J’ai montré à mes étudiants comment l’IA pouvait les aider à trouver des idées, à rédiger des plans d’affaires, à transformer ces plans d’affaires en poèmes (même s’il n’y a pas beaucoup de demande pour cela) et, de manière générale, à cofonder une entreprise. À la fin de la session, l’un de mes étudiants, Kirill Naumov, avait créé une démo fonctionnelle pour son projet d’entrepreneuriat, un cadre photo animé inspiré de Harry Potter qui réagissait au passage des gens. Il avait utilisé pour la première fois une bibliothèque de codes, et cela lui avait demandé moins de la moitié du temps qu’il aurait fallu autrement. Des découvreurs de talents spécialisés dans le capital-risque l’ont contacté à la fin de la journée suivante.
Deux jours après cette présentation de l’IA, plusieurs étudiants m’ont dit qu’ils utilisaient ChatGPT et lui demandaient de leur expliquer des concepts déroutants en leur parlant « comme s’ils avaient dix ans ». Ils se sont mis à lever la main moins souvent : à quoi bon se faire remarquer en classe, alors qu’il leur suffisait d’attendre la fin de leur journée de cours pour pouvoir poser leurs questions à l’IA ? Et soudain, leurs devoirs étaient tous écrits dans une grammaire parfaite (même si les références étaient souvent fausses et que le dernier paragraphe avait tendance à commencer par le mot « conclusion », un signe révélateur des premières productions écrites de ChatGPT, corrigé depuis). Cependant, si les étudiants étaient enthousiasmés, ils étaient aussi anxieux. Ils voulaient savoir de quoi l’avenir serait fait.
Certains ont demandé à ChatGPT quelles seraient les conséquences sur la carrière qu’ils envisageaient : « Dois-je devenir radiologue, si l’IA peut faire une grande partie du travail ? », « La rédaction de textes publicitaires sera-t-elle encore un métier porteur dans cinq ans ? » D’autres lui ont demandé quand ce développement technologique s’arrêterait, ou s’il allait s’arrêter. L’un des étudiants lui a même demandé si l’hypothétique intelligence artificielle générale (IAG), censée être plus intelligente qu’un être humain, pourrait exister avant qu’ils aient obtenu leur diplôme.
À ce moment-là, je n’avais pas les réponses (j’en ai quelques-unes maintenant), mais j’ai reconnu que je n’étais pas à l’abri de ces changements. J’ai donc décidé de passer à l’action et de mettre l’IA à l’épreuve. Une grande partie de mon travail au cours des cinq dernières années a consisté à créer des simulations pour l’enseignement de la gestion. Il a fallu d’énormes investissements de la part de mon université et les efforts d’une douzaine de personnes talentueuses pour créer ces expériences numériques élaborées. Après des milliers d’heures de travail, les résultats étaient géniaux : grâce à des milliers de lignes de code, nous pouvions réaliser des simulations d’apprentissage élaborées qui aidaient à enseigner des compétences telles que la négociation. J’ai alors décidé d’adresser à ChatGPT les instructions suivantes :
Tu seras mon professeur de négociation. Tu simuleras un scénario détaillé dans lequel je devrai engager une négociation. Tu joueras le rôle d’une des deux parties et je jouerai le rôle de l’autre. Tu me demanderas une réponse à chaque étape du scénario et tu attendras que je te l’aie donnée. Quand tu auras reçu ma réponse, tu me raconteras ce que fait et dit l’autre partie. Tu noteras ma réponse et tu me fourniras des commentaires détaillés sur la meilleure chose à faire en utilisant la science de la négociation. Tu me proposeras un scénario plus difficile si je réussis bien, et un scénario plus facile si j’échoue.

ChatGPT m’a répondu ceci :
[image: ]
Bien sûr, je serai ravi de vous aider à pratiquer des négociations grâce à un exercice de simulation ! Commençons par un scénario simple. Vous êtes un vendeur qui essaie de vendre 100 stylos à un client. Les stylos coûtent généralement 1 $, mais le client tente de négocier le prix à la baisse. Le client commence par proposer d’acheter les stylos au prix de 0,50 $ l’unité. Que répondez-vous ?


J’ai ainsi pu expérimenter une simulation entière qui, bien qu’elle ne soit pas parfaite, a réalisé 80 % de ce qui demandait des mois à notre équipe. Tout cela, à partir d’une simple invite d’un paragraphe de ma part !
C’est là que j’ai commencé à passer des nuits blanches.
Et pour parler franchement, elles n’ont pas cessé. Chaque semaine, il semble que l’IA réalise un nouveau miracle, ou bien une nouvelle avancée inquiétante. Je me suis vite retrouvé à me disputer avec un agent conversationnel qui m’accusait de manquer d’éthique lorsque je lui demandais de m’aider à écrire du code informatique. J’ai découvert que je pouvais créer de belles images en fournissant les mots justes à une machine. Je pouvais le faire en Python, un langage que je n’avais jamais appris. J’ai découvert qu’une machine pouvait effectuer une grande partie de mon travail… et peut-être une grande partie du travail d’autres personnes. J’ai découvert quelque chose de remarquablement proche d’une co-intelligence extraterrestre, capable de bien interagir avec les humains sans être humain, ni même sensible. Je pense que bientôt, nous aurons tous nos trois nuits blanches.
Et comme je suis actuellement privé de sommeil, j’en reviens sans cesse aux questions de mes étudiants : quelle sera l’incidence de cette technologie sur l’avenir du travail et des études ? Les choses évoluent si vite qu’il est difficile d’avoir la moindre certitude, mais nous pouvons commencer à en entrevoir les contours.
L’IA est ce que ceux d’entre nous qui étudient la technologie appellent une technologie à usage général (General Purpose Technology, l’ironie de la chose étant qu’en anglais la forme abrégée est GPT, la même que pour Generative Pre-trained Transformer). Comme la machine à vapeur ou Internet, ce genre d’avancée est unique au cours d’une génération et touche toutes les industries et tous les aspects de la vie. D’une certaine manière, l’IA générative pourrait même représenter un changement plus important encore.
En général, l’adoption des technologies à usage général se fait lentement, car elles ne peuvent fonctionner correctement qu’en association avec certaines autres technologies. Internet en est un excellent exemple. Bien qu’Arpanet soit né à la fin des années 1960, il aura fallu près de trois décennies pour que ce réseau se généralise, dans les années 1990, avec l’invention du navigateur Web, l’apparition d’ordinateurs abordables et le développement d’une infrastructure prenant en charge l’Internet haut débit. Il aura fallu cinquante ans pour que les smartphones permettent l’essor des réseaux sociaux. Nombreuses sont les entreprises qui n’ont même pas encore pleinement adopté Internet : convertir une entreprise au numérique reste un sujet brûlant dans les écoles de commerce, d’autant plus que de nombreuses banques utilisent encore des ordinateurs centraux. Les précédentes technologies à usage général ont également mis plusieurs décennies à se développer avant d’être utiles. Prenons l’exemple d’une autre technologie transformatrice, les ordinateurs. Les premiers ordinateurs se sont rapidement améliorés grâce à la loi de Moore, selon laquelle la capacité des ordinateurs double tous les deux ans sur une période longue. Il aura pourtant fallu plusieurs décennies avant que les ordinateurs commencent à apparaître dans les entreprises et les écoles, car même si leurs capacités augmentaient rapidement, les premiers systèmes étaient très primitifs. Cependant, les grands modèles de langage (LLM) se sont révélés incroyablement performants quelques années seulement après leur invention. Ils ont aussi été adoptés très rapidement par les consommateurs : ChatGPT a atteint cent millions d’utilisateurs plus rapidement que n’importe quel produit précédent dans l’Histoire, grâce au fait qu’il était gratuit d’accès, disponible pour les particuliers et incroyablement utile.
Par ailleurs, ces modèles progressent constamment. Leur dimension décuple chaque année, de sorte que leurs capacités s’améliorent également. Même s’ils vont probablement ralentir, ces progrès se produisent à un rythme qui éclipse toute autre technologie majeure, et les LLM ne sont que l’une des nombreuses technologies d’apprentissage automatique alimentant la nouvelle vague d’IA. Même si le développement de l’IA s’arrêtait au moment où ces lignes sont écrites, nos vies s’en trouveraient tout de même changées.
Enfin, aussi importantes que puissent être les précédentes technologies à usage général, leur incidence sur le travail et sur les apprentissages pourrait en réalité être moindre que celle de l’IA. Là où les révolutions technologiques précédentes ciblaient souvent un travail plutôt mécanique et répétitif, l’IA fonctionne, à bien des égards, comme une co-intelligence. Elle augmente la pensée humaine, elle est susceptible de la remplacer et elle donne des résultats spectaculaires. Les premières études sur les effets de l’IA ont montré qu’elle pouvait souvent entraîner une amélioration de la productivité de 20 à 80 % dans des activités très diverses, du codage au marketing. Installée dans les usines, la machine à vapeur, qui était à l’époque la plus fondamentale des technologies à usage général et qui fut à l’origine de la révolution industrielle, n’avait amélioré la productivité que de 18 à 22 %. Au cours des vingt dernières années, malgré des décennies de recherche, les économistes ont eu des difficultés à démontrer une réelle incidence à long terme des ordinateurs et d’Internet sur la productivité.
De plus, les technologies à usage général ne concernent pas seulement le travail : elles touchent tous les aspects de notre vie. Elles changent la façon dont nous enseignons, nous divertissons, interagissons avec les autres et même la façon dont nous nous percevons nous-mêmes. Se basant sur la première génération d’IA, les écoles s’inquiètent de l’avenir de l’écriture et il se pourrait que les didacticiels d’IA changent radicalement les méthodes d’enseignement. Le divertissement basé sur l’IA permet de personnaliser les histoires et commence à ébranler Hollywood. Enfin, la désinformation générée par l’IA circule déjà sur les réseaux sociaux d’une manière difficile à détecter et à gérer. Les choses sont sur le point de devenir très étranges. En fait, quand on sait où chercher, on constate qu’elles le deviennent déjà.
Avec tout cela, on ignore le problème plus vaste qui est celui de l’esprit non humain dans la pièce. Beaucoup de gens sensés et perspicaces sont convaincus que nous avons créé une nouvelle forme d’intelligence. Une IA qui a réussi à la fois le test de Turing (un ordinateur peut-il tromper un humain en lui faisant croire qu’il est un être humain ?) et le test de Lovelace (un ordinateur peut-il berner un humain sur des tâches créatives ?) dans le mois qui a suivi son invention, une IA qui réussit nos examens les plus difficiles, de l’examen du barreau au test de qualification en neurochirurgie. Une IA qui maximise nos meilleurs indicateurs de créativité humaine et nos meilleurs tests de sensibilité. Encore plus étrange, nous ne savons pas vraiment pourquoi l’IA peut faire toutes ces choses, même si nous avons construit le système et comprenons comment il fonctionne techniquement.
Personne ne sait vraiment où tout cela mène, moi y compris. Pourtant, même si je n’ai pas de réponses définitives, je pense que je peux être un guide utile. Je me suis révélé être une voix influente dans le domaine des implications de l’IA, notamment via ma newsletter « One Useful Thing », bien que je ne sois pas moi-même informaticien. En effet, je pense qu’un de mes avantages, lorsqu’il s’agit de comprendre ce qu’est l’IA, est qu’en tant que professeur à la Wharton School, j’ai longuement étudié et écrit sur la façon dont les technologies sont utilisées. En conséquence, mes coauteurs et moi avons été parmi les premiers à publier des recherches sur l’IA dans l’enseignement et dans les affaires, et nous avons expérimenté des utilisations pratiques de l’IA d’une manière que les grandes entreprises d’IA ont citée en exemple. J’échange régulièrement avec des organisations, des entreprises et des agences gouvernementales, ainsi qu’avec de nombreux spécialistes de l’IA, pour mieux comprendre le monde que nous sommes en train de créer. J’essaie également de suivre le flot de recherches dans ce domaine, en grande partie sous la forme de documents de travail scientifiques qui n’ont pas encore traversé le long processus d’examen par les pairs, mais qui offrent néanmoins des données précieuses sur ce nouveau phénomène (dans ce livre, je cite une grande partie de ces premiers travaux afin de vous permettre de mieux comprendre où nous nous dirigeons, mais il est important de se rendre compte qu’il s’agit d’un domaine qui évolue rapidement). Sur la base de tous ces échanges et documents, je peux vous assurer que personne n’a une idée précise de ce que signifie l’IA et que même ceux qui créent et utilisent ces systèmes n’en comprennent pas toutes les implications.
Je me propose donc de tâcher de vous faire découvrir l’IA en tant que nouveauté dans le monde, en tant que co-intelligence, avec toute l’ambiguïté que ce terme implique. De la hache à l’hélicoptère, nous avons inventé des technologies qui renforcent nos capacités physiques et d’autres, comme les feuilles de calcul, qui automatisent des tâches complexes. Néanmoins, nous n’avions jamais créé une technologie généralement applicable qui soit de nature à renforcer notre intelligence. Or, nous avons désormais accès à un outil capable d’émuler notre façon de penser et d’écrire, qui se comporte comme une co-intelligence et qui peut améliorer (ou remplacer) notre travail. De nombreuses entreprises qui développent l’IA vont plus loin, dans l’espoir de créer une machine sensible, une nouvelle forme de co-intelligence véritable qui coexisterait avec nous sur Terre. Pour comprendre ce que cela signifie, nous devons commencer par le début, avec une question vraiment fondamentale : qu’est-ce que l’IA ?
Nous allons donc étudier tout d’abord la technologie des grands modèles de langage. Nous aurons ainsi une base pour réfléchir à la manière dont nous pourrions, en tant qu’humains, travailler au mieux avec ces systèmes. Ensuite, nous verrons comment l’IA peut changer nos vies en jouant pour nous le rôle d’un collègue, d’un enseignant, d’un expert ou même d’un compagnon. Enfin, nous chercherons à savoir ce que cela pourrait signifier pour nous et quel pourrait être le sens d’une pensée liée à une intelligence non humaine.



Partie I

1
Créer des intellects non humains
Parler de l’IA peut prêter à confusion, en partie parce que l’IA fait référence à un certain nombre de choses différentes que l’on a tendance à ne pas savoir distinguer les unes des autres : Siri qui vous raconte une blague sur commande, le Terminator qui écrase un crâne, des algorithmes qui prédisent les cotes de solvabilité, etc.
Nous sommes depuis longtemps fascinés par les machines capables de « penser ». En 1770, l’invention du premier joueur d’échecs mécanique a stupéfié son public : c’était un échiquier posé sur un meuble sophistiqué, dont les pièces étaient manipulées par un robot habillé en sorcier ottoman. Entre 1770 et 1838, cette machine a fait le tour du monde. Le Turc mécanique, comme on l’appelait, a battu Benjamin Franklin et Napoléon dans des parties d’échecs et a incité Edgar Allan Poe, qui l’a approchée dans les années 1830, à spéculer sur la possibilité d’une intelligence artificielle. Naturellement, tout cela n’était qu’une supercherie : un véritable champion d’échecs était habilement dissimulé dans les faux engrenages de la machine, mais pendant trois quarts de siècle, en raison de notre propension à croire que des machines pourraient penser, un certain nombre des meilleurs esprits du monde s’y sont laissé prendre.
Faisons un saut dans le temps jusqu’en 1950, lorsqu’un jouet et une expérience de pensée, développés chacun par un génie de l’informatique, domaine encore en cours d’apparition, ont conduit à une nouvelle conception de l’intelligence artificielle. Le jouet était une souris mécanique bricolée par Claude Shannon, un inventeur farceur qui fut le plus grand théoricien de l’information du XXe siècle. Il l’avait appelée Thésée. Dans un film réalisé cette année-là, il révéla que Thésée, alimentée par des commutateurs téléphoniques de récupération, était capable de trouver son chemin dans un labyrinthe complexe : c’était le premier exemple véritable d’apprentissage automatique. Quant à l’expérience de pensée, c’était un jeu d’imitation : Alan Turing, pionnier de l’informatique, aura été le premier à exposer des théories sur la manière dont une machine développe un niveau de fonctionnalité suffisant pour pouvoir imiter un humain. Alors que les ordinateurs étaient une invention très nouvelle, l’article novateur de Turing a contribué à inaugurer le domaine naissant de l’intelligence artificielle.
Les théories seules ne suffisant pas, une poignée d’informaticiens ont commencé à travailler sur des programmes qui repoussaient les limites de ce qui fut bientôt appelé intelligence artificielle, terme inventé en 1956 par John McCarthy, du MIT. Les progrès ont été rapides au départ, car les ordinateurs étaient programmés pour résoudre des problèmes de logique et jouer aux dames. Des chercheurs de premier plan s’attendaient à ce qu’une IA batte les grands maîtres des échecs d’ici une dizaine d’années. Cependant, l’IA a toujours souffert de cycles de battage médiatique et comme ces promesses n’ont pas été tenues, la désillusion qui a suivi a engendré un de ces « hivers de l’IA » au cours desquels les progrès de l’IA stagnaient et le financement se tarissait. D’autres cycles d’expansion et de récession ont suivi. Chaque boom s’est accompagné d’avancées technologiques majeures, telles que des réseaux de neurones artificiels imitant le cerveau humain, et a été suivi d’une chute des activités dans ce domaine lorsqu’on s’apercevait que l’IA ne pouvait pas atteindre les objectifs escomptés.
Le dernier boom de l’IA a débuté dans les années 2010 avec la perspective de pouvoir utiliser des applications d’apprentissage automatique pour l’analyse et la prédiction des données. Ces applications reposaient souvent sur une technique appelée « l’apprentissage supervisé » : des formes d’IA qui avaient besoin de données étiquetées pour pouvoir apprendre. Les données étiquetées sont des données qui ont été annotées avec les réponses ou les résultats corrects pour une certaine tâche. Par exemple, si vous souhaitez entraîner un système d’IA à reconnaître les visages, vous devez lui fournir des images de visages étiquetés avec les noms ou l’identité des personnes qui y figurent. Cette phase de l’IA relevait du domaine des grandes organisations disposant de quantités considérables de données. Ces outils ont été utilisés comme de puissants systèmes de prédiction, qu’il s’agisse d’optimiser la logistique d’expédition ou de deviner quel type de contenu devait être montré à l’utilisateur en fonction de son historique de navigation. Vous avez peut-être entendu parler de « big data » ou de « prise de décision algorithmique », des expressions à la mode qui font référence à ce type d’utilisation. Pour l’essentiel, les consommateurs ont perçu les avantages de l’apprentissage automatique lorsque ces techniques étaient intégrées à des outils tels que des systèmes de reconnaissance vocale ou des applications de traduction. Parler d’IA à propos de ce type de logiciel n’était pas vraiment approprié (même si c’était un terme apprécié du point de vue du marketing), car ces systèmes ne paraissaient pas réellement intelligents, du moins pas de la manière dont peuvent l’être les humains.
Pour voir un exemple du fonctionnement de ce type d’IA, imaginons un hôtelier essayant de prévoir sa demande pour l’année à venir, armé de rien d’autre que des données existantes et d’une simple feuille de calcul Excel. Avant l’IA prédictive, les hôteliers devaient souvent jouer aux devinettes pour tâcher de prédire la demande, tout en étant aux prises avec des inefficacités et un certain gaspillage de ressources. Avec cette forme d’IA, en revanche, ils peuvent saisir une multitude de données (tendances météorologiques, événements locaux, prix pratiqués par les concurrents) et générer des prévisions beaucoup plus précises. Leur gestion devient ainsi plus efficace et, en fin de compte, l’entreprise est plus rentable. Avant que le traitement du langage naturel par l’apprentissage automatique ne devienne courant, les organisations s’efforçaient de voir juste la plupart du temps. C’était une approche plutôt rudimentaire par rapport aux normes actuelles. Avec l’apparition des algorithmes d’IA, l’accent s’est déplacé vers l’analyse statistique et la minimisation de la variance. Plutôt que de simplement prendre les bonnes décisions la plupart du temps, les entreprises ont pu voir juste à chaque fois et faire des prévisions plus précises, ce qui a révolutionné de nombreuses fonctions de back-office, depuis la gestion du service client jusqu’à l’aide au fonctionnement des chaînes d’approvisionnement.
L’IA prédictive a peut-être trouvé son expression ultime chez Amazon, ce géant de la vente au détail, qui l’a largement adoptée dans les années 2010. Au cœur des prouesses logistiques d’Amazon se trouvent ses algorithmes d’IA, qui orchestrent silencieusement chaque étape de la chaîne d’approvisionnement. Amazon a intégré l’IA dans la prévision de la demande, l’optimisation de l’agencement de ses entrepôts et la livraison de ses marchandises. Par ailleurs, la compagnie organise et réorganise intelligemment et en temps réel les étagères de ses entrepôts en fonction des données relatives à la demande, si bien que les produits populaires sont toujours facilement accessibles pour faciliter une expédition rapide. L’IA a également été utilisée pour faire fonctionner les robots Kiva d’Amazon, qui transportaient des étagères de produits jusqu’aux employés des entrepôts, rendant ainsi le processus d’emballage et d’expédition plus efficace. Les robots eux-mêmes exploitent d’autres avancées de l’IA, notamment celles en matière de vision artificielle et de conduite automatisée.
Ces systèmes d’IA avaient tout de même leurs limites. Par exemple, ils ont eu du mal à prédire les « inconnus inconnus » ou les situations que les humains comprennent intuitivement, mais pas les machines. De plus, ils ne fonctionnaient pas très bien avec les données qu’ils n’avaient pas encore rencontrées au cours de l’apprentissage supervisé, ce qui compromettait leur adaptabilité. Plus important encore, la plupart des modèles d’IA étaient également limités dans leur capacité à comprendre et à générer du texte de manière cohérente et contextuelle. Ainsi, même si ces utilisations de l’IA sont encore importantes aujourd’hui, elles n’étaient pas quelque chose que la plupart des gens voyaient ou remarquaient directement dans leur vie quotidienne.
Cependant, parmi les nombreux articles traitant des différentes formes d’IA publiés par des spécialistes de l’industrie et des universitaires, il en est un, au titre accrocheur, qui s’est démarqué : « Attention Is All You Need » (l’attention est tout ce dont vous avez besoin). Publié en 2017 par des chercheurs de Google, cet article a introduit un changement important dans le monde de l’IA, notamment dans la façon dont les ordinateurs comprennent et traitent le langage humain. Les auteurs proposaient une nouvelle architecture, appelée Transformer (le transformeur), qui pourrait être utilisée pour permettre à l’ordinateur de mieux imiter la façon dont les humains communiquent. Avant le transformeur, d’autres méthodes étaient utilisées pour apprendre aux ordinateurs à comprendre le langage, mais elles présentaient des limitations qui réduisaient considérablement leur utilité. Le transformeur a résolu ces problèmes en utilisant un « mécanisme d’attention ». Grâce à cette technique, l’IA se concentre sur les parties les plus pertinentes d’un texte, ce qui lui permet de comprendre et de travailler plus facilement avec le langage d’une manière qui semble plus humaine.
Nous savons que le dernier mot que nous lisons dans une phrase n’est pas toujours le plus important, mais les machines ont eu du mal à comprendre ce concept. En conséquence, l’informatique avait jusqu’alors tendance à générer des phrases maladroites ou incorrectes. PARLER DE COMMENT LES ALGORITHMES ORCHESTENT SILENCIEUSEMENT TOUT, c’est ainsi qu’un générateur de chaîne de Markov, une des premières formes d’IA pour la génération de texte, a tenté de continuer ce paragraphe. Les premiers générateurs de texte reposaient sur la sélection de mots selon des règles de base plutôt que sur la lecture d’indices contextuels, et c’est la raison pour laquelle le clavier de l’iPhone affichait autant de mauvaises suggestions de saisie semi-automatique. Résoudre le problème de la compréhension du langage était très complexe, car de nombreux mots pouvaient être combinés de nombreuses manières, ce qui rendait impossible une approche statistique basée sur des formules. Le mécanisme d’attention permet de résoudre ce problème, car le modèle d’IA soupèse l’importance des différents mots ou expressions contenus dans un bloc de texte. En se concentrant sur les parties les plus pertinentes du texte, les transformeurs peuvent produire une écriture plus contextuelle et plus cohérente que les IA prédictives qui les ont précédés. Grâce aux progrès de l’architecture Transformer, nous nous trouvons désormais dans une époque où l’IA, comme moi, est capable de générer un contenu contextuellement riche, ce qui montre l’évolution remarquable de la compréhension et de l’expression des machines (eh oui, cette dernière phrase est un texte produit par l’IA : cela fait une grande différence par rapport à la chaîne de Markov !)
Ces nouveaux types d’IA, appelés grands modèles de langage (LLM), font toujours des prédictions, mais plutôt que de prédire les commandes chez Amazon, ils analysent un morceau de texte et prédisent le prochain jeton, un terme qui désigne tout simplement un mot ou une partie d’un mot. En fin de compte, techniquement, c’est là tout ce que fait ChatGPT : il fonctionne comme une saisie semi-automatique très élaborée, comme celle dont vous disposez sur votre téléphone mobile. Vous écrivez quelque chose et l’IA prolonge votre texte sur la base de calculs statistiques avec le prochain jeton le plus probable dans la séquence. Si vous tapez « Termine cette phrase : je pense, donc je… », l’IA prédira que le prochain mot est « suis » à chaque fois, car il est extrêmement probable que ce soit le cas. Si vous tapez quelque chose de plus étrange, comme « Le Martien a mangé la banane parce que », vous obtiendrez à chaque fois une réponse différente : « c’était le seul aliment familier disponible dans le garde-manger du vaisseau spatial », « c’était un aliment nouveau et intéressant qu’il n’avait jamais essayé auparavant et il voulait expérimenter le goût et la texture de ce fruit terrestre », ou « cela faisait partie d’une expérience visant à tester l’adéquation de la nourriture terrestre à la consommation sur Mars ». En effet, il y a beaucoup plus de réponses possibles pour la seconde moitié de cette phrase, et la plupart des LLM ajoutent un élément aléatoire à leurs réponses, si bien que les résultats sont légèrement différents à chaque fois que vous posez une question.
Pour que l’IA puisse comprendre et apprendre à produire une écriture comme la nôtre, on l’entraîne sur une quantité massive de textes provenant de diverses sources, telles que des sites Web, des livres et d’autres documents numériques. C’est ce qu’on appelle le pré-entraînement. Contrairement aux formes antérieures d’IA, ce pré-entraînement n’est pas supervisé, ce qui signifie que l’IA n’a pas besoin de données soigneusement étiquetées. Au lieu de cela, en analysant ces exemples, l’IA apprend à reconnaître les tendances, les structures et le contexte du langage humain. De façon remarquable, grâce à l’utilisation d’un grand nombre de paramètres réglables (appelés poids), les LLM peuvent créer un modèle qui imite la manière dont les humains communiquent par le biais d’un texte écrit. Les poids sont des transformations mathématiques complexes qu’un LLM apprend en lisant ces milliards de mots et qui lui indiquent la probabilité que différents mots ou différentes parties de mots apparaissent ensemble ou dans un certain ordre. La version initiale de ChatGPT comportait 175 milliards de poids codant la connexion entre les mots et les parties de mots. Personne n’avait programmé ces poids : l’IA les avait elle-même assimilés au cours de son entraînement.
Faisons une analogie entre un LLM et un apprenti qui aspirerait à devenir un grand chef cuisinier. Pour apprendre l’art culinaire, l’apprenti commence par lire et étudier une vaste collection de recettes du monde entier. Chaque recette est un morceau de texte, et les divers ingrédients sont des mots et des expressions. L’objectif de l’apprenti est de comprendre comment combiner différents ingrédients (différents mots) pour créer un plat délicieux (un texte cohérent).
L’apprenti cuisinier commence par constituer un garde-manger chaotique et désorganisé, ce à quoi l’on peut comparer les 175 milliards de poids. Initialement, ces poids ont des valeurs aléatoires et ne contiennent encore aucune information utile sur la relation entre les mots. Pour développer ses connaissances et affiner l’étagère à épices, l’apprenti passe par un processus d’essais et d’erreurs, au cours duquel il apprend des recettes. Il constate que certaines associations sont courantes, celles d’ingrédients qui se marient bien comme la pomme et la cannelle, et qu’à l’inverse, certaines associations sont rares, comme la pomme et le cumin, et doivent donc être évitées. Pendant sa formation, l’apprenti tente de recréer les plats à partir des recettes en utilisant son garde-manger actuel. Après chaque tentative, il compare sa création à la recette originale et identifie les erreurs ou divergences éventuelles. Il reconsidère ensuite les ingrédients du garde-manger, affinant les liens entre les saveurs pour mieux comprendre la probabilité qu’elles soient utilisées ensemble ou dans un ordre particulier.
Au fil du temps et après d’innombrables itérations, le garde-manger de l’apprenti devient plus organisé et plus précis. Les poids reflètent désormais des liens significatifs entre les mots et les expressions. L’apprenti est devenu un chef cuisinier. Pour chaque commande, il sélectionne astucieusement les bons ingrédients dans son vaste répertoire et se sert de son étagère à épices pour assurer un équilibre parfait entre les saveurs. De manière analogue, l’IA crée un texte engageant, informatif et pertinent par rapport au sujet traité, à l’image de ce qu’écrirait un humain.
L’entraînement d’une IA dans cette optique est un processus itératif qui nécessite des ordinateurs puissants, capables de gérer les immenses calculs impliqués dans l’apprentissage de milliards de mots. Cette phase de pré-entraînement est l’une des principales raisons pour lesquelles la création des IA est si coûteuse. C’est en grande partie parce qu’il faut des ordinateurs rapides, dotés de puces très coûteuses, fonctionnant pendant des mois en pré-entraînement, que l’entraînement des LLM les plus avancés coûte plus de 100 millions de dollars et que ce processus consomme de grandes quantités d’énergie.
De nombreuses sociétés d’IA gardent secret le texte source à partir duquel elles entraînent leurs IA, qu’on appelle le corpus d’entraînement, mais un exemple typique de données d’entraînement se compose en grande partie de textes extraits d’Internet, de livres du domaine public et d’articles de recherche, ainsi que d’un assortiment d’autres sources de contenu gratuites que les chercheurs peuvent trouver. En fait, l’examen détaillé de ces sources révèle des éléments étranges. Par exemple, l’intégralité de la base de données de courrier électronique d’Enron, une entreprise qui a fermé à la suite d’une fraude, est utilisée pour l’entraînement de nombreuses IA, simplement parce qu’elle a été mise gratuitement à la disposition des chercheurs. De même, les données d’entraînement comprennent une quantité considérable de romans d’amour écrits par des romanciers amateurs dont Internet regorge. La recherche de contenu de haute qualité pour l’entraînement est devenue un sujet majeur dans le développement de l’IA, car les entreprises d’IA, avides d’informations, sont à court de bonnes sources gratuites.
En conséquence, il est également probable que la plupart des données d’entraînement de l’IA contiennent des informations protégées par le droit d’auteur, par exemple des livres utilisés sans autorisation, que ce soit de façon accidentelle ou délibérée. Les implications juridiques ne sont pas encore claires. Les données étant utilisées pour créer des pondérations et n’étant pas directement copiées dans les systèmes d’IA, certains spécialistes considèrent qu’elles ne sont pas concernées par le droit d’auteur. Dans les années à venir, ces questions seront probablement résolues par les tribunaux et les systèmes juridiques, mais elles entraînent un élément d’incertitude, tant sur le plan éthique que juridique, concernant cette première étape dans l’histoire de l’entraînement de l’IA. Entre-temps, les entreprises d’IA recherchent davantage de données à utiliser pour l’entraînement (on estime que les données de haute qualité, comme les livres en ligne et les articles universitaires, seront épuisées d’ici 2026) et continuent également d’utiliser des données de moindre qualité. Des recherches actives sont également en cours pour comprendre si l’IA peut se pré-entraîner sur son propre contenu. C’est ce que font déjà les IA qui jouent aux échecs, en apprenant à jouer contre elles-mêmes, mais on ne sait pas encore si cela fonctionnera pour les LLM.
En raison de la diversité des sources de données utilisées, l’apprentissage n’est pas toujours une bonne chose. À partir des données qu’elle reçoit, l’IA peut également assimiler des préjugés, des erreurs et des mensonges. À peine sortie du pré-entraînement, en réponse à une invite, l’IA ne produit pas non plus nécessairement les résultats auxquels on s’attendrait. Pire encore, l’IA ne connaît aucune barrière éthique et se fera un plaisir de vous donner des conseils sur la façon de détourner de l’argent, de commettre un meurtre ou de traquer quelqu’un en ligne. Dans ce mode pré-entraîné, les LLM reflètent simplement ce sur quoi ils ont été entraînés, comme un miroir, sans appliquer aucun jugement. Ainsi, après avoir appris à partir de tous les exemples de texte lors du pré-entraînement, de nombreux LLM font l’objet d’une amélioration supplémentaire au cours d’une deuxième étape appelée l’ajustement, ou fine-tuning.
Une importante méthode d’ajustement consiste à impliquer des humains dans un processus qui était auparavant très automatisé. Les entreprises d’IA embauchent du personnel pour lire les réponses de l’IA et les juger en fonction de diverses caractéristiques : ce sont soit des spécialistes hautement rémunérés, soit des travailleurs sous contrat dans des pays anglophones comme le Kenya. Dans certains cas, il peut s’agir d’évaluer l’exactitude des résultats, dans d’autres, de filtrer les réponses choquantes ou pornographiques. Ce feed-back est ensuite utilisé pour effectuer un entraînement supplémentaire et affiner les performances de l’IA pour les adapter aux préférences de l’humain de manière à favoriser les bonnes réponses et à éviter les mauvaises. C’est pourquoi ce processus est appelé apprentissage par renforcement à partir de la rétroaction humaine (RLHF).
Une fois qu’une IA a traversé cette phase initiale d’apprentissage par renforcement, elle peut continuer à être affinée et ajustée. L’ajustement est généralement effectué en lui fournissant des exemples plus spécifiques afin d’obtenir un nouveau modèle peaufiné.
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