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Introduction
L’intelligence artificielle (IA) appliquée à la création d’images et de vidéos désigne l’usage d’algorithmes avancés et de techniques d’apprentissage automatique pour générer du contenu visuel, révolutionnant les pratiques artistiques et les processus de production traditionnels. Ce domaine couvre un ensemble de technologies, dont les GAN (Generative Adversarial Networks), les modèles de diffusion et la synthèse texte-vers-image, qui permettent aux ordinateurs de produire des images et des vidéos réalistes à partir de paramètres d’entrée ou de motifs appris sur d’immenses jeux de données. À mesure que ces outils deviennent plus accessibles, ils gagnent du terrain dans de nombreux secteurs – marketing, divertissement, éducation, beaux-arts – et transforment en profondeur la manière de créer et de consommer les médias visuels.
L’essor des contenus générés par IA a suscité des débats notables au sein de la communauté créative, où les opinions divergent sur leurs implications pour l’originalité et la nature de l’expression artistique. Les défenseurs estiment que l’IA est un puissant levier qui augmente la créativité humaine en automatisant les tâches répétitives et en ouvrant de nouvelles voies d’exploration artistique. Les critiques s’inquiètent d’une possible dévalorisation de la création artistique humaine, des questions éthiques liées à l’auteur et du risque de biais dans les productions. À mesure que les technologies progressent, ces débats soulignent la tension permanente entre innovation et préservation des valeurs créatives traditionnelles.
Parmi les applications phares, citons l’automatisation de l’amélioration des photos, la génération d’œuvres originales à partir de prompts textuels et la création de vidéos pédagogiques engageantes.
Entreprises et particuliers exploitent ces capacités pour rationaliser la production, personnaliser les contenus et démocratiser la création artistique. Malgré l’enthousiasme, des considérations éthiques – vie privée, droits d’auteur, impact sur l’emploi – restent centrales dans les discussions sur l’avenir de la créativité à l’ère de l’IA. Dans les années à venir, la collaboration entre créateurs humains et technologies d’IA devrait remodeler les workflows artistiques, en offrant plus d’efficacité et en permettant de nouvelles formes d’expression. Ce partenariat redéfinira sans doute les frontières de la créativité et encouragera une réflexion continue sur le rôle de la technologie dans l’art et l’importance de pratiques éthiques dans un champ en évolution constante et rapide.
À qui est destiné ce livre ?
Cet ouvrage s’adresse à celles et ceux qui veulent comprendre et maîtriser l’IA générative appliquée à l’image et à la vidéo.
Il a été pensé pour un public varié :
	Les créatifs et artistes visuels : photographes, illustrateurs, designers, vidéastes qui souhaitent enrichir leur pratique avec de nouveaux outils.

	Les professionnels du cinéma et de l’audiovisuel : réalisateurs, monteurs, producteurs et équipes techniques qui cherchent à explorer les opportunités offertes par l’IA pour le storyboard, les décors, les effets spéciaux ou la prévisualisation.

	Les communicants et marketeurs : chargés de communication, responsables de marques et créateurs de contenus qui veulent générer des vidéos et des visuels percutants pour le Web et les réseaux sociaux.

	Les enseignants, étudiants et chercheurs : pour découvrir les bases techniques, explorer les enjeux éthiques et tester des cas pratiques dans leurs disciplines.

	Les curieux et passionnés de technologies : toute personne intriguée par les images et vidéos générées à partir d’un simple texte, désireuse de comprendre comment ça marche et ce que cela implique.


Que vous soyez novice, désireux de faire vos premiers pas dans ce nouvel univers ou un utilisateur avancé cherchant à pousser plus loin ses créations, ce guide a été conçu pour vous donner des repères solides, des exemples concrets et des pistes pratiques pour expérimenter sans vous perdre dans la complexité technique.

Organisation de l’ouvrage
Le livre se compose de sept chapitres. Chacun peut se lire indépendamment, mais l’ensemble suit une progression logique, des fondamentaux vers les usages avancés.
	Chapitre 1 : Aux origines de l’IA créative. Un voyage depuis les premières expérimentations jusqu’aux modèles de diffusion modernes. Vous découvrirez comment un prompt devient image, pourquoi ces technologies diffèrent d’outils classiques comme Photoshop, et comment le processus de génération transforme du bruit en visuels. Nous aborderons aussi les limites techniques existant à l’heure où ces lignes sont écrites : résolution, cohérence, hallucination, par exemple.

	Chapitre 2 : Comment ça marche (sans les équations). Ce chapitre propose un tour d’horizon des principaux outils : DALL·E, Stable Diffusion, Midjourney, mais aussi Firefly, Runway ou encore Leonardo.jpg. Nous verrons leurs différences, leurs usages et leurs extensions (ControlNet, LoRAs, modèles spécialisés), afin de vous permettre de choisir les plus adaptés à vos projets.

	Chapitre 3 : Défis éthiques et juridiques. Un chapitre consacré aux droits d’auteur, au consentement des modèles et acteurs virtuels, aux fake news et autres deepfakes. Nous explorerons aussi la régulation à venir, la question de la créativité humaine face à l’IA, la transformation des métiers et la démocratisation de la production audiovisuelle.

	Chapitre 4 : Le langage des prompts visuels. Apprendre à parler aux IA : c’est l’objet du Chapitre 4. Vous découvrirez comment décrire une scène, un style, une ambiance, utiliser pondérations et multiprompts, ou encore le concept de negative prompt. Des exemples comparés illustreront comment un même sujet peut donner des rendus très différents. Vous serez enfin guidé pas à pas à travers deux projets : la création progressive d’un visuel et d’un roman graphique.

	Chapitre 5 : Techniques avancées de création d’images. Ce chapitre montre comment passer de la simple retouche (inpainting, restauration, colorisation) à des créations originales. Vous découvrirez la photographie augmentée, et explorerez des cas pratiques et des applications pour le branding, le concept art, le design produit, la mode ou l’architecture. Des astuces pratiques vous aideront à maintenir une cohérence visuelle d’une image générée à l’autre ou au sein d’un projet.

	Chapitre 6 : De l’image fixe à la vidéo : la nouvelle ère de la création IA. Des GIF aux séquences cinématiques : ce chapitre est une introduction aux modèles texte-vers-vidéo (text-to-video) (Sora, Runway, etc.). Nous comparerons leurs capacités réelles et leurs limites, pour comprendre ce qu’il est déjà possible de produire aujourd’hui. Des pas-à-pas détaillés vous guideront afin de réaliser un miniprojet vidéo de bout en bout avec Sora et Runway.

	Chapitre 7 : L’IA au service du cinéma. Un dernier chapitre pour tous les amoureux du 7e art. De la prévisualisation aux décors générés, des avatars numériques aux cas d’usage allant de l’indépendant à Hollywood. Nous aborderons aussi l’animation, la 3D, la réalité mixte (VR/AR) et les nouvelles frontières de la création immersive.


Pour clore cet ouvrage, vous trouverez, en guise de conclusion, une réflexion sur l’avenir, entre opportunités créatives, défis éthiques et redéfinition du rôle de l’artiste, ou comment l’IA va continuer à transformer l’image et la vidéo, ainsi qu’un glossaire des termes techniques.







Chapitre 1

Aux origines de l’IA créative


Nous vivons une époque où une simple phrase peut donner naissance à une image époustouflante en quelques secondes. Cette génération d’images par IA s’est développée à une vitesse fulgurante : après des débuts modestes, une avancée majeure a eu lieu vers 2014 avec les GAN (Generative Adversarial Networks) qui ont permis à l’IA de créer des images réalistes à partir de rien. Aujourd’hui, des outils comme Midjourney, DALL·E ou Stable Diffusion permettent à tout un chacun de produire des visuels complexes à partir de simples prompts (des descriptions textuelles). Mais comment en est-on arrivé là, et en quoi cette création par IA diffère-t-elle des logiciels graphiques classiques ? C’est ce que nous allons découvrir dans ce premier chapitre sur les origines de l’IA créative.


1.1 Les technologies clés

Sans aller trop loin dans la technique, voici les principales technologies qui ont contribué au développement de l’IA générative créative.


1.1.1 GAN (Generative Adversarial Network)

Technologie fondatrice de la génération d’images par IA. Introduits en 2014 par Ian Goodfellow et ses collègues, les GAN opposent deux réseaux : un générateur qui crée des images et un discriminateur qui en évalue l’authenticité. Cet entraînement antagoniste affine progressivement les sorties du générateur jusqu’à produire des images très réalistes.




1.1.2 Modèles de diffusion

Autre avancée majeure, ces modèles apprennent à inverser l’ajout de bruit dans les données. Ils sont d’abord entraînés à comprendre comment le bruit altère des données originales, puis deviennent capables de reconstruire ces données en retirant le bruit étape par étape. Cette approche est réputée pour générer des images de très haute qualité, proches des données d’origine, et accroître la variété comme la fidélité des sorties.


Ici, la notion de bruit, dans un modèle de diffusion, désigne simplement du « chaos » ajouté à une image ou à un son. L’intelligence artificielle commence par rendre une donnée complètement illisible en ajoutant plein de grains aléatoires, comme la neige sur une vieille télé. L’intérêt, c’est que le modèle apprend ensuite à retirer ce bruit petit à petit pour recréer l’image ou le son original, et parfois même en inventer un nouveau à partir de zéro. En résumé : le bruit, c’est ce désordre aléatoire, et le modèle de diffusion s’entraîne à le supprimer étape par étape pour créer des résultats clairs et de très haute qualité.






1.1.3 Technologies texte-vers-image (text-to-image) 

Les technologies texte-vers-image sont, comme leur nom l’évoque, des technologies qui permettent de générer une image à partir d’un prompt textuel. Parmi les plus connues figurent DALL·E 2 (OpenAI), intégrée à ChatGPT, Midjourney ou encore Stable Diffusion, qui synthétisent toutes des images à partir de descriptions textuelles. Ces modèles illustrent la fusion du créatif et du technique dans l’art visuel assisté par l’IA.




1.1.4 Architectures Transformer

L’architecture Transformer est une manière moderne de construire des intelligences artificielles capables de bien comprendre des textes, des images ou du son. Au lieu de lire mot après mot, comme les anciens modèles, le Transformer regarde toute la phrase d’un coup, et analyse comment chaque mot est lié aux autres, grâce à un mécanisme appelé « attention » ou « self-attention ».

Un Transformer est généralement constitué de deux parties : un encodeur (qui transforme, par exemple, une phrase en chiffres compréhensibles par la machine) et un décodeur (qui utilise ces chiffres pour produire une sortie, comme une traduction). Ce système fonctionne avec plusieurs couches qui affinent progressivement la compréhension du contenu.

Grâce à cette approche parallèle et globale, le Transformer apprend plus vite, gère des textes longs, et génère des résultats de haute qualité pour la traduction, la génération de texte, la détection d’objets… Il est aujourd’hui la base de modèles comme GPT (ChatGPT) ou Gemini, qui dominent le domaine de l’IA moderne.

Les architectures Transformer apportent de grands avantages pour la génération automatique d’images ou de vidéos par intelligence artificielle. Elles permettent de produire des créations très variées, détaillées et personnalisées en partant d’une simple description textuelle. Les Transformers analysent en effet en parallèle de nombreux éléments d’une image ou vidéo, ce qui accélère le rendu et améliore la qualité et la fidélité des résultats.

Cette technologie offre une créativité illimitée : il devient facile d’explorer de nouveaux styles, de tester rapidement des variantes ou d’obtenir des œuvres inédites en quelques secondes. Les modèles Transformer peuvent adapter le style, la palette de couleurs ou la composition pour coller à des besoins spécifiques, du marketing à la vidéo artistique.

 

En d’autres termes, grâce aux Transformers, l’IA « comprend » mieux la structure d’une image ou d’une séquence vidéo, génère du contenu plus cohérent et plus riche, tout en réduisant le temps et le coût de création visuelle.




1.1.5 Autres technologies émergentes

Voici quelques-unes des technologies émergentes majeures en 2025 dans le domaine de l’intelligence artificielle et au-delà :


	
IA générative et agents autonomes : l’IA générative évolue vers une multimodalité complète (texte, images, vidéo, son), avec des modèles capables de produire des vidéos réalistes, y compris dialogues et effets (par exemple, Sora d’OpenAI, Veo 3 de Google DeepMind). Les agents d’IA autonomes (ou IA agentiques) deviennent capables d’automatiser des tâches complexes avec plus de flexibilité et d’adaptabilité.



	
Données synthétiques et sécurité : les données synthétiques sont utilisées pour mieux entraîner les IA tout en protégeant la confidentialité, particulièrement dans des secteurs sensibles comme la santé ou la finance.



	
La sécurité de l’Internet des objets (IoT) : la sécurité de l’Internet des objets se renforce face aux cybermenaces, garantissant un meilleur contrôle des données et des appareils connectés.



	
Robotique humanoïde et mobilité autonome : les robots humanoïdes, équipés de composantes IA avancées, progressent lentement vers une adoption à grande échelle, avec un potentiel important dans l’assistance, la logistique ou la santé. La mobilité autonome, notamment dans les véhicules et les drones, continue de mûrir, combinée à l’intelligence embarquée en périphérie (Edge Intelligence).





Plusieurs technologies émergentes s’appliquent spécifiquement à l’image et à la vidéo, et révolutionnent la création et la production de contenus visuels grâce à l’intelligence artificielle :


	
Génération automatique de vidéos : des outils comme Google Veo 3, Synthesia ou HeyGen permettent de créer des vidéos à partir de simples descriptions textuelles, avec des mouvements de caméra réalistes et une synchronisation audio avancée. Ces technologies accélèrent la production vidéo en automatisant le montage, l’ajout d’effets, ou encore la création de sous-titres.



	
Amélioration et retouche automatique : l’IA permet d’améliorer la qualité visuelle et sonore, de corriger automatiquement les couleurs, de supprimer les bruits et de générer des effets visuels dynamiques dans des logiciels comme DaVinci Resolve ou Runway.



	
Outils d’animation 3D et motion capture : ces outils accessibles grâce à l’IA permettent de créer du contenu animé ou des avatars virtuels rapidement et facilement.



	
Accessibilité et créativité accrue : l’IA rend la création vidéo accessible même aux non-spécialistes, avec des interfaces intuitives et des processus largement automatisés.











1.2 Des premiers GAN aux modèles de diffusion

Pendant des décennies, l’idée de faire créer des images par une machine relevait davantage de la science-fiction que de la réalité. Certes, il y a eu quelques systèmes pionniers dès les années 1970, mais ils étaient fondés sur des règles codées à la main plutôt que sur de l’apprentissage automatique. Il a fallu attendre les années 2010 pour que la donne change, grâce aux progrès en deep learning et en puissance de calcul.

En 2014, un jeune chercheur nommé Ian Goodfellow invente les GAN (réseaux antagonistes génératifs). L’idée est aussi ingénieuse que simple : mettre en compétition deux réseaux de neurones. Le premier, le générateur, tente de créer des images à partir de bruit aléatoire, tandis que le second, le discriminateur, doit deviner lesquelles des images sont fausses (générées) et lesquelles sont de vraies images tirées de la base d’entraînement. Au fil de milliers d’itérations, le générateur apprend à tromper le discriminateur en produisant des images de plus en plus réalistes, et le discriminateur s’améliore pour détecter les forgeries. C’est un peu comme un jeu du chat et de la souris : l’IA « génératrice » joue le rôle d’un faussaire qui peint des tableaux, et l’IA « discriminatrice », celui d’un expert d’art pointilleux. À force de duels, le faussaire devient si bon qu’il produit des œuvres que même l’expert n’arrive plus à distinguer des vraie ! Ainsi, en quelques années, les GAN ont montré qu’une IA pouvait inventer des visages, des paysages ou des objets complètement nouveaux en s’inspirant de ce qu’elle avait appris.


L’un des tout premiers programmes d’art IA s’appelait AARON, développé dès la fin des années 1960 par l’artiste Harold Cohen. AARON utilisait non pas des réseaux de neurones – ceux-ci n’existaient pas encore – mais une série de règles symboliques écrites à la main pour dessiner des formes sur du papier. Présenté en 1972 dans un musée de Los Angeles, AARON est un ancêtre de l’IA créative, bien avant l’ère du deep learning.



Les GAN ont représenté un tournant majeur, mais ils n’étaient pas sans défauts. Leur entraînement était capricieux : il arrivait que le générateur se mette à sortir en boucle des variations d’une même image (on appelle cela l’effondrement de mode, ou mode collapse en anglais). Parfois, le générateur « trichait » en recopiant presque à l’identique des images du jeu de données (plutôt que de créer quelque chose de vraiment nouveau) : c’est le problème de surapprentissage. De plus, obtenir de hautes résolutions restait compliqué : générer une grande image nette demandait énormément de calculs et de mémoire. Enfin, les premiers GAN étaient peu contrôlables : on pouvait difficilement imposer précisément un sujet ou un style sans reprogrammer l’IA ou l’entraîner à nouveau. En somme, ces réseaux étaient brillants pour inventer du contenu, mais un peu têtus et imprévisibles dans leurs créations.

Pour dépasser ces limites, les chercheurs ont exploré d’autres voies. Une approche notable a été celle des Transformers (des modèles initialement conçus pour le texte) qui ont donné naissance à DALL·E en 2021. DALL·E a montré qu’on pouvait combiner un puissant modèle de langage (de la famille GPT) avec un générateur d’images, ce qui lui a permis de créer des images à partir de descriptions textuelles variées – par exemple, le fameux « fauteuil en forme d’avocat » créé par DALL·E 1 a fait le tour du monde, car personne n’avait jamais vu un tel objet auparavant… Et pourtant, l’IA l’a imaginé de façon cohérente.


[image: ]


Figure 1.1   Le « fauteuil en forme d’avocat » imaginé par DALL·E.



Mais l’avancée la plus spectaculaire est venue des modèles de diffusion (diffusion models en anglais). Conceptuellement proposés dès 2015 par des chercheurs (Sohl-Dickstein, par exemple), ils n’ont réellement surpassé les GAN qu’à partir de 2021. Leur principe peut paraître déroutant au premier abord : détruire pour mieux créer. Un modèle de diffusion apprend d’abord à prendre une image et à la dégrader progressivement en ajoutant du bruit, un peu comme si on la recouvrait de plus en plus de « neige » jusqu’à obtenir une bouillie de pixels aléatoires. Ensuite, une fois cet apprentissage effectué, le modèle sait faire l’inverse : partir d’une bouillie de pixels aléatoires et inverser le processus pour recréer une image nette. Dit autrement, le modèle de diffusion est entraîné à nettoyer le bruit petit à petit. En appliquant ce processus de débruitage en de multiples étapes, l’IA peut faire émerger n’importe quelle image à partir du chaos initial, en se fondant sur les motifs qu’elle a appris durant l’entraînement.

Pourquoi cette approche a-t-elle révolutionné la génération d’images ? D’une part, le processus étape par étape est beaucoup plus stable : l’objectif d’apprentissage est clair (enlever du bruit pour se rapprocher d’une image réelle) et on évite certains problèmes des GAN comme l’effondrement de mode. D’autre part, on peut contrôler finement la génération : puisqu’on produit l’image progressivement, on peut à la volée ajuster le tir, changer la résolution en cours de route, ou injecter des indications (par exemple, « à ce stade, ajoute un peu plus de couleur ici ou là »). Les modèles de diffusion ont ainsi permis des avancées comme l’upscaling (augmenter la résolution d’une image floue), l’inpainting (recréer une partie manquante d’une image) ou le changement de style sur une image existante de manière bien plus aisée.

À partir de 2022, les modèles de diffusion ont propulsé la génération d’images dans le grand public. Stable Diffusion (sorti en 2022) a été l’un des premiers modèles de diffusion open source, que chacun pouvait utiliser sur son propre PC pour générer des images à volonté. Midjourney, lancé la même année, a émerveillé par ses rendus artistiques de haute qualité, obtenus via une simple conversation sur Discord. OpenAI a de son côté dévoilé DALL·E 2 en 2022, puis intégré une version améliorée (DALL·E 3) directement dans ChatGPT en 2023. En 2025, nous en sommes à Midjourney V6 (version 6) et DALL·E 4, témoignant d’itérations rapides pour améliorer la qualité et la fidélité des images. Par exemple, Midjourney V6, testé fin 2023, a amélioré la compréhension du prompt et la cohérence des images – il suit mieux les instructions et produit des compositions plus logiques, avec même une ébauche de texte lisible dans les images (une nouveauté car, auparavant, les IA étaient très mauvaises pour écrire du texte lisible). La course à l’IA créative continue, mais les bases posées par les GAN et les modèles de diffusion restent au cœur de cette révolution visuelle.





1.3 Texte-vers-image : comment un prompt devient une image

Nous avons vu les grandes familles d’algorithmes mais, concrètement, comment passe-t-on d’une phrase comme « un chat qui fait du vélo sous la pluie, style dessin animé » à une image réellement pixellisée sur notre écran ? Décomposons la magie du texte-vers-image.

Tout commence par le prompt, c’est-à-dire la description textuelle que vous fournissez. Ce prompt est le moyen pour vous de « décrire votre idée à l’IA ». Évidemment, l’IA ne comprend pas le langage comme nous, mais grâce à son entraînement sur des millions de paires image-texte (comme des photos avec leurs légendes), elle a appris à associer mots et visuels. Un composant spécifique, souvent un modèle de type Transformer ou un encodeur de texte comme CLIP (de OpenAI), va traduire votre phrase en une représentation numérique. On peut voir cette représentation comme une sorte d’« empreinte » de votre phrase, un vecteur qui capture le sens général (par exemple, CLIP produit un vecteur où « chat » sera proche de l’idée d’un petit animal poilu à quatre pattes, « dessin animé » apportera la notion de style coloré et simplifié, etc.).

Ensuite intervient le générateur d’images proprement dit. Selon les modèles, le fonctionnement varie un peu, mais prenons l’exemple d’un modèle de diffusion (puisque c’est la méthode la plus courante à l’heure où ces lignes sont écrites) : le générateur va initialiser une image remplie de bruit aléatoire – cela ressemble à la « neige » des vieilles télévisions. Cette image bruitée n’a aucun sens visuel au départ. Puis, étape par étape, le modèle va enlever un peu de bruit et ajouter des motifs, en se laissant guider par le fameux vecteur de texte (votre prompt encodé).

Vous pouvez imaginer ce processus comme un peintre impressionniste qui commencerait par jeter des taches de peinture au hasard sur la toile, puis à chaque nouvelle couche il affine le dessin en se souvenant de ce que vous avez décrit :


	
L’image est 100 % du bruit – rien n’est reconnaissable.



	
Le modèle « devine » de vagues formes correspondant aux mots clés. Par exemple, il commence à esquisser une forme ronde et deux pointes pour représenter grossièrement un chat, car le mot « chat » est très important dans le prompt.



	
À chaque itération, l’image gagne en détails. Le chat obtient des oreilles, une queue, il se place sous ce qui devient un nuage (pour la pluie), et on distingue la forme d’un vélo. Tout reste flou mais de moins en moins aléatoire.



	
Le modèle accentue les détails fins (les gouttes de pluie, le sourire du chat, le style cartoon avec des couleurs vives et des contours marqués). Il s’assure que l’image colle au mieux au prompt, grâce à l’empreinte textuelle qui agit comme une boussole tout au long du processus.





Enfin, en une vingtaine, cinquantaine voire quelques centaines d’itérations, l’image finale émerge : un petit chat hilare pédalant sous une averse stylisée, exactement (on l’espère) comme vous l’aviez imaginé.

Ce déroulé peut varier selon la technique. Par exemple, DALL·E utilisait un autre procédé basé sur des Transformers qui généraient l’image pixel par pixel (ou patch par patch) plutôt que par débruitage. Mais le principe général reste : l’IA dispose d’un modèle génératif entraîné sur des images, et d’un moyen de conditionner ce générateur par une description. Le mariage des deux permet de faire du texte-vers-image.

Un point important à comprendre est que ces modèles n’ont pas de « petit lutin artiste » à l’intérieur ! Ils n’assemblent pas non plus un collage d’images existantes. Tout se passe de manière statistique : le modèle a ajusté ses milliards de paramètres pour, en quelque sorte, savoir à quoi ressemblent un chat, un vélo, la pluie, un style cartoon, sans stocker de vraies images de chats ou de vélos. Il génère pixel par pixel (ou tranche par tranche) du nouveau contenu en suivant les modèles qu’il a inférés de ses données d’entraînement.


Attention : il ne faut pas non plus confondre l’IA générative d’images avec un simple photomontage automatique. Photoshop et autres logiciels de montage fonctionnent de manière déterministe sur des pixels existants : on modifie ou assemble des éléments qui sont déjà là (des photos, des calques, des filtres). Avec l’IA générative, on est dans la création ex nihilo (à partir de rien d’autre qu’une immense connaissance statistique acquise à l’entraînement). C’est un changement de paradigme complet. Par exemple, si vous voulez une photo d’un dragon rose en train de voler au-dessus de Paris, sans IA, il faudrait soit faire un montage de plusieurs images (un jouet dragon découpé et collé sur une photo de Paris, recolorisé en rose), soit dessiner vous-même le dragon. L’IA, elle, invente directement le dragon rose et le ciel de Paris dans une seule image cohérente.
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